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To solve the issue of texture preservation in the image style transfer process, this paper
presents a novel style transfer method for images that often contain tiny details but are
easily noticed by human subjects (e.g., human faces). We aim to achieve content-
preserving style transfer via an appropriate trade-off between detail preservation and style
transfer. To this end, we utilize wavelet transformation with a deep neural network for
decoupled style and detail synthesis. Additionally, style transfer should involve a one-to-
one correspondence of semantic structures of scenes and avoid noticeable unnatural-
looking style transitions around them. To address the above issue, we leverage an attention
mechanism and semantic segmentation for matching and design a novel content loss with
local one-to-one correspondence for producing content-preserving stylized results. Finally,
we employ wavelet transform to perform feature optimization (FO) to repair some imper-
fect results. We perform various experiments with Qabf evaluation and a user study to val-
idate our proposed method and show its superiority over state-of-the-art methods for
ensemble and texture preservation.

� 2021 Elsevier Inc. All rights reserved.
1. Introduction

Style transfer is regarded as a challenging but interesting task in both academia and commerce. To obtain varied and
graceful facial images, researchers have proposed many methods to modify image attributes, including color, illumination,
shape and semantic segmentation [37,1,9,46,31,12,8,26]. Recent works in artistic style transfer [5,41,13,36,30,10], photore-
alistic style transfer [18,15,43,49], and makeup style transfer [45,39] have achieved remarkable progress. For artistic style
transfer, a model extracts the texture and color information from the referenced artistic image, which is added back into
the content image after transformation, to obtain a stylized image (as shown by R1 in Fig. 1). For photorealistic style transfer,
the model applies the reference color style on the scene without removing the details of the content image (as shown by
R2;R3 in Fig. 1). Despite the success of style transfer, this field remains challenging owing to the requirements of content
preservation and semantic consistency. Some methods [41] focus on artistic style transfer, which imposes a weak effect
on the transfer of realistic style; some methods [43,15] focusing on photorealistic style transfer exert an undesired effect
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Fig. 1. (I) Double effects of our model. In the left part, our method globally transfers the style of the reference image S1 to the content image C1 to synthesize
R1 with artistic style and R2 with photographic style. (II) Vivid effect of multi-objective style transfer. In the right part, we locally transfer the hair, skin, and
background style of S1 and the mouth style of S2 to C1, generating the stylized image R1. We encourage readers to zoom in on all figures in the paper to
observe the tiny details for visual comparison.
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on artistic style transfer, i.e., lost details and even structures. Human subjects are often sensitive to structural irregularities
and even small distortions, which make the stylized result unrealistic (e.g., human faces and buildings). Hence, we propose a
novel content-preserving style transfer method that can perform artistic style and photorealistic style transfer for facial and
scene-level images.

Most previous methods [5,18] often perform style transfer by minimizing the difference of a global representation of the
Gram matrix. However, this fails to encourage local semantic consistency for facial areas such as eyes, mouth, and some
other scene areas. These methods thus do not work well for facial and some scene images since photorealistic style transfer
needs to preserve appropriate content details while transferring style. A recent representative work [18] used the Gram
matrix with semantic segmentation and achieved impressive results for scene-level images. However, this method also fails
to handle facial images since it has no scheme to preserve the smallest details in the images. Li et al. [15] proposed a pho-
torealistic variant of whitening and coloring transform (PhotoWCT) that replaced the upsampling components of the VGG
decoder with unpooling. This cannot solve the information loss from the max-pooling of the VGG network, which occasion-
ally blurs artifacts. Yoo et al. [43] propose a wavelet corrected transfer based on whitening and coloring transforms (WCT2)
that substitutes the pooling and unpooling operations in the VGG encoder and decoder with wavelet pooling and unpooling.
The decomposed wavelet features provide interpretations on the feature space, such as component-wise stylization. Never-
theless, this method does not handle the semantic segmentation boundary well, and the style transfer results have unnatural
boundaries at the point of semantic segmentation. For facial image style transfer, this problem is particularly apparent.

Different from the component-wise stylization proposed by Yoo et al. [43], in this paper, we propose a novel learning-
based image style transfer with wavelet feature extraction and repair. Specifically, given a content image and a (multiple)
reference image(s), we first estimate its high frequency map (HFM) using wavelet transformation and perform a feature fill-
ing operation on HFM to obtain a refined HFMmap with clearer details. We then treat this refined map as the actual content
image, and combine it with the reference image(s) to generate the final result via an encoder-decoder model. Employing
wavelet transform, we can also perform feature optimization (FO) to repair the imperfect results. In addition, combined with
the attention mechanism, we design a novel content loss term with semantically meaningful one-to-one correspondences
between image parts of content images and output images. In particular, for the facial image pairs with significant differ-
ences in face shape and appearance, our method is able to achieve photorealistic and visually pleasing results. The results
are shown in Fig. 1. We have evaluated the proposed approach on a variety of test images (including facial images and
scene-level images) from the Internet and public datasets, such as the IMDB-WIKI dataset [25], and coco dataset [33], and
validate the superiority of our proposed method. An overview of the proposed method is shown in Fig. 2.

In summary, the major contributions of this work are as follows:

� We propose a deep style transfer with wavelet decomposition, which can effectively remove the disturbance of the style
of the content image with respect to the output during the style transfer. When the content is an artistic image, we can
generate a better and more natural-looking style result and artistic style with more texture information.

� We design a novel content loss term with semantically meaningful one-to-one correspondences between the content
image and output stylized image, which can avoid structure distortion in the result.

� We propose a postprocessing step, called feature optimization (FO), which uses the high frequency of the content and the
low frequency of the result to repair the missing textures.

2. Related work

Style transfer:Global statistics from one image to another can successfully mimic a visual look for cases such as land-
scapes [22,47,18]. For example, the methods of [22,38] applied global statistics to transfer the illumination of the source
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Fig. 2. Schematic illustration of the proposed method: (i) we leverage semantic segmentation for the content (C) and the reference (R) to create their
semantic segmentation — C_S and R_S. (ii) We utilize the attention mechanism (AM) to specify the focused areas illustrated in Sections 3.5 and 3.6. Here, 1,
2, 3, 4, 5 and 6 denote hair, left eye, right eye, mouth, skin and background, respectively. (iii) We use wavelet transformation to extract the high frequency
map (HFM) from the content image; (iv) we further recover the lost structure details of HFM to produce the feature-filling high frequency map (FHFM); (v)
we feed C, C_S, R, R_S, the focused areas, FHFM, and reference image into a convolution neural network to generate the style transfer result. (vi) Using the
content image and the model output, we perform feature optimization (FO) as a postprocessing step to repair some outputs with missing texture or detail.
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image to the target image. Shi et al. [29] presented local and multiscale techniques to robustly transfer the local statistics of
an example portrait onto a new one. While this transfer technique is local and mainly tailored for headshot portraits with
very close poses, it cannot work for scene images. Altering the illumination on a face is also a common operation for face
recognition and face relighting [20,16]. Zhao et al. [48] proposed automatic semantic style transfer using deep convolutional
neural networks and soft masks. However, this method removes some of the texture information of the content image and
produces an effect with a more artistic style. Rodriguez et al. [24] proposed a style transfer method via adaptive instance
normalization, which was based on a labeled source set for object training and detection. Chen et al. [2] proposed image sen-
timent transfer using the filtered Visual Sentiment Ontology (VSO) dataset. Hence, the methods of [24,2] limited their appli-
cation because of the special datasets. Yulun et al. [44] introduced multimodal style transfer via graph cuts that are matched
with local content features under a graph cut formulation but cannot realize local style transfer. Meier [30] proposed two-
stage peer-regularized feature recombination for image style transfer, which cannot retain the detailed texture of content
images.

To achieve photorealistic image style transfer, Li et al. [15] designed PhotoWCT. To maximize the stylization effect, they
recursively transformed features in a multilevel manner from coarse to fine. Although the strategies are valid, they fail to
solve the information loss problem, which occasionally blurs artifacts. Wang et al. [36] improved Li’s method to increase
the diversity without distinct improvement of the quality of stylization. Yoo et al. [43] address the fundamental problem
by introducing a theoretically sound correction to the downsampling and upsampling operations. They propose the WCT2

that substitutes the pooling and unpooling operations in the VGG encoder and decoder with wavelet pooling and unpooling.
This allows WCT2 to fully reconstruct the signal without any postprocessing steps. Nevertheless, the WCT2 algorithm gen-
erated a clear boundary line, which caused apparent artistic traces. Zheng et al. Roey et al. [19] presented an alternative loss
function that does not require alignment. However, the method cannot work well for common scene and face images. [49]
proposed a method of image synthesis using masked spatial-channel attention and patch-based self-supervision. However, it
changed the content texture. Hence, existing style transfer methods often destroy the content details of the input images and
even considerably blur the whole image, producing feature blurring and unrealistic results.

The main difference from these methods is that our work intends to enhance the style transfer effect by removing most of
the style information from the content image, aims at retaining more detail of the input face and scene image, and transfers
the local and multiobjective style of the reference image to the content image.

Makeup transfer: Different from style transfer, the goal of makeup transfer focuses only on transferring eye shadow, lip-
stick, skin color, and not background [39,7,45]. Some makeup transfer work does not transfer the hair style [17,14]. These
makeup transfer methods do not work well for image pairs without strict dense correspondence. Hence, the makeup transfer
methods cannot work well for common scenario images, including whole facial images. Some outputs of the methods [39,45]
depend on dense dataset correspondence. Instead, our work aims at the common facial images without dense correspon-
dence and performs style transfer for both local and global regions of the facial images. Moreover, our method can handle
general facial image pairs with large differences in background and face shape.

Attention mechanism: The attention mechanism allows the model to focus on the most relevant parts of images or fea-
tures by incorporating an attention mechanism into a deep learning framework [40]. Shaw et al. [27] presented an alterna-
tive approach, and Yao et al. [41] performed a multiscale style swap on content features and style features, which cannot be
used for local regions. Because people’s attention to the image is relatively fixed, we perform semantic segmentation for sev-
eral main attention areas of the images. Hence, different from the above works, we can perform style transfer for the atten-
tion areas of images which are most focused upon by viewers.
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Content loss:Many research works have been devoted to content loss design in style transfer [4,16,29,28]. Gatys et al. [5]
presented a flexible iterative optimization approach based on a pretrained VGG19 network. Beyond that, many methods
have been proposed to address different aspects of quality [6,23,32,35,11], diversity [42,34], and photorealism [18]. How-
ever, the image quality achieved by the costly optimization in [5] still remains an upper bound for the performance of recent
methods. Different from the above works, we construct the content loss considering multiple regions instead of the whole
image. Our method can be trained on arbitrary unpaired content and style images and is accurate enough to be used for
image style transfer.

3. Approach

3.1. Motivation

For both artistic and realistic style transfer, many methods [41,43,15] focus on achieving the effect of style transfer while
preserving more texture information of the content image. At the same time, we notice that the original style of the content
image has a particular influence on the style transfer. Hence, we first introduce the optimized content loss function and then
propose the wavelet feature extraction and feature repair structure to extract the details of the content image before the
style transfer, remove the original style, and then conduct the style transfer. These two measures can retain more details
of the content image during artistic and photorealistic style transfer.

3.2. Overview

The goal of our method is to transfer the style of a reference image to that of a content image. We employ an attention
mechanism (AM) to annotate the only local areas of content on which users are focused. Our model performs style transfer
for only these areas. We utilize VGG19 net to calculate the characteristics of each convolution layer of the content image.
According to the features of these convolutional layers, we save the original image feature. We restore the image content
by content loss and image style by style loss. We use the module of wavelet feature extraction and feature repair to extract
the texture of the content and remove its original style to minimize the influence on the style transfer result. We use the
feature optimization (FO) module to further refine the style transfer result.

Fig. 2 illustrates the pipeline of the proposed method. Our network takes the content C, reference image R and their
semantic segmentation C S and R S as inputs and outputs the style transfer result in an end-to-end manner. For clarity,
let C;Rf g with a fixed order denote the input image pair. We first leverage semantic segmentation for the content and
the reference. Then, we utilize an attention mechanism (AM) to transfer the style of the focusing areas illustrated in Sections
3.5 and 3.6. We extracted the high-frequency map (HFM) of the content image using wavelet transformation. Then, we fed
HFM;Cf g into the prediction module, a convolution neural network (CNN), to obtain the feature-filling high frequency map
(FHFM). The main reason for this is that excluding the style of the content image significantly benefits the subsequent style
transfer. We fed FHFM;R;Cf g into the prediction module to generate the style transfer result. Finally, we performed feature
optimization (FO) to repair some outputs with lost texture or detail. The whole pipeline can generate photorealistic style
transfer results, as shown by R2 of the left part and R1 of the right part in Fig. 1. Removing the parts corresponding with wave-
let feature extraction and repair, we can obtain the artistic style transfer result, as shown by R1 of the left part in Fig. 1 and
the results in Fig. 9.

In this paper, we adopt the same simplified semantic categories with [18]. We first conduct semantic segmentation on the
content and style images and then utilize wavelet analysis and a deep neural network to perform style transfer, as illustrated
in Fig. 2.

3.3. Wavelet transfer for feature extraction

Subimages of low frequency present the general characteristics of the original image, while the high frequency subimages
reflect the texture details of the original image. We perform a multiple-scale wavelet transform to better capture the details
of the content images for style transfer.

Given a content image, multiscale wavelet decomposition of the image is defined as follows:
ck;n;m ¼
X
l;j

hl�2nhj�2mckþ1;l;j;

d1
k;n;m ¼

X
l;j

hl�2ngj�2mckþ1;l;j;

d2
k;n;m ¼

X
l;j

gl�2nhj�2mckþ1;l;j;

d3
k;n;m ¼

X
l;j

gl�2ngj�2mckþ1;l;j:

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð1Þ
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Fig. 9. Artistic style comparison results. Given (a) C and S (top: content, bottom: reference style), we obtain the results of (b) image style transfer [5], where
(c) is the results of [44], (d) is the results of [41], (e) is the results of [30], (f) is our method without using semantic segmentation and (g) is our final results.
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where n is the row subscript, m is the column subscript, hkf gk2Z satisfies the wavelet scale equation, gk ¼ �1ð Þkh�kþ1;h and g

are called standard filters, h is the conjugate h; c is the low frequency coefficient, d is the high frequency coefficient and k is
the layer number of the wavelet transform.

The subimages produced by wavelet decomposition with one level include four parts:
ck;n;m d1
k;n;m

d2
k;n;m d3

k;n;m

 !
;

where each subimage is one-quarter of the size of the original image. The sub-image of low frequency for each level of trans-
formation is recursively decomposed. The reconstruction process is similar. By using this approach, the tower structure of
the two-dimensional wavelet transform is constructed. Hence, the number of subimages of the high-frequency parts is
3� N times that of the low-frequency part, where N is the layer number of wavelet decomposition. Using multiscale wavelet
decomposition, we can obtain the high-frequency details and the profile of the low-frequency information of the different
frequencies.

Both Gaussian pyramid and wavelet decomposition are widely used for image analysis. The Gaussian pyramid produces
multiple sets of signals with different scales through Gaussian blurring and downsampling. However, the Gaussian pyramid
algorithm exhibits only one single frequency. The most familiar analogy to wavelet analysis is digital microscopy, as it com-
bines multiscale and multiresolution techniques. In contrast, using wavelet analysis, we can obtain a more sophisticated
internal structure of images under different frequencies, which is useful for image fusion.

In Fig. 3, given an image C1, we use the sym4 wavelet transform to extract its high-frequency map. For the image sized
500� 500 pixels, N is set as 6.
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3.4. Feature filling for the high frequency map

Although the HFM contains most of the details of the content, some details may still be lost in wavelet decomposition. We
perform feature filling for the high frequency map. We design a local style transfer strategy. We take the content as content
and HFM as style to transfer the style of regions ‘1,2,3,4,5,6’ in HFM to content to obtain a fine feature image (FHFM) with a
rare original style. The feature filling result and the reference image are then imported into the network. The ablation study
for the feature filling scheme is shown in Fig. 4.

Effect of wavelet detail extraction. Using wavelet transfer to extract the details of the content image, we can remove
most of the color style of the content, thus avoiding the undesired effect of the style of the original image. The results with
and without wavelet transfer are shown in Fig. 5. In row 1, the reference is an artistic image. With wavelet transfer, we trans-
fer its color to the content and maintain a better texture in the result. In row 2, the reference is a photorealistic image. We
transfer its color to the content, producing a better texture and more uniform background color in the result.

Effect of wavelet scale. Different wavelet decomposition scales will extract different degrees of image detail, which will
result in different feature recovery results and different style transfer results, as shown in Fig. 6. In general, the recovery of
high-frequency features of different scales will affect the details of style transfer results due to the different degrees of detail
retention. The larger the scale value is, the more details of the original content image are retained, while the content image
style is added gradually. In this paper, for images sized 500� 500 pixels, we typically set the wavelet scale to 8.

3.5. Loss function

Our loss function of the style transfer is defined as:
Fig. 3.
frequen
L ¼ Bc

XL
l¼1

alLatt;l
content þ Bs

XL
l¼1

blLatt;l
style þ kLp; ð2Þ
where L is the total number of convolutional layers, Latt;l
content is the content loss of the lth layer of the convolutional layer of the

deep neural network, Latt;l
style is the style loss, and Lp is the photorealism expression. Bc is a weight that controls the content

loss. Bs is a weight that controls the style loss of the convolutional layer. al and bl are the weights to configure layer prefer-
ences. k is a weight that controls the photorealism regularization. att denotes the semantic segmentation regions derived
from the attention mechanism, as described in Section 3.4.

Content regularization. Instead of the global content loss in [18], we compute the loss of each corresponding labeled
segmented region by using one-to-one correspondence to preserve the content details in the output image, such as textures,
illumination, and colors. Furthermore, we also combine the attention mechanism with the original content regularization
term. This content regularization term is written as
Latt;l
content ¼

X6
c¼1

AK;cWc

2N2
l;c

X
ij

Ml;c O½ � �Ml;c C½ �� �2
ij: ð3Þ

Pl;c O½ � ¼ Pl;c O½ �Hl;c C½ �;
Pl;c C½ � ¼ Pl;c C½ �Hl;c C½ �: ð4Þ
where Ml;c �½ � is the Gram matrix corresponding to Pl;c �½ �. Pl;c �½ � 2 RNl;c�Dl;c is the feature matrix, with i; jð Þ indicating its index.
Hl;c �½ � denotes the channel c of the segmentation mask in layer l of the convolutional layer of the deep neural network.
Overview of extracting the high-frequency map of the wavelet. WD is wavelet decomposition. HFP is the high frequency part. LFP is the low
cy part.
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Fig. 4. Ablation study for our feature filling scheme. R-HFM is the style transfer result of HFM. R-FHFM is the style transfer result of FHFM.

Fig. 5. Ablation study for wavelet transfer (WT). We can clearly see that the results in the last column preserve more minute details from the content
images than in the third column.
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AK;c is the cth element of AK (for the user-specified attention area, UK;c is used here), O is the output, C is the content facial
image, and c denotes the cth channels in the semantic segmentation mask. Consider facial images, for example. The total
number of semantic segmentation masks of the facial image is 6. Nl;c represents the total filters of the lth layer and cth
semantic segmentation mask. Dl;c denotes the size of a vectorized feature map.Wc is the weight of the cth semantic segmen-
tation mask, which is a weight empirically specified by users and typically set to 1.

Note that instead of the feature matrix, we adopt the Gram matrix to construct this regularization term. The reason for
this is that the results obtained by the inner product of the feature matrix have richer texture information than those
obtained by the feature matrix, which results in better results with clearer details/features. Here, we adopt the method of
[3] to perform the semantic segmentation to generate the semantic masks (including hair, eyes, mouth, skin, and background
areas) for both content image and reference style image(s). The hair, left eye, right eye, mouth, skin, and background are
labeled with 1, 2, 3, 4, 5, and 6, respectively, as illustrated in the attention target in Fig. 2.
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Fig. 6. Comparison results with different wavelet scales. Tr means transfer. FHF4, FHF6 and FHF8 denote the high-frequency feature maps using wavelet
scales 4, 6 and 8, respectively. FFHF4, FFHF6 and FFHF8 denote the filling feature results from FHF4, FHF6 and FHF8, respectively.
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Style regularization. We combine the attention areas with the original loss in [18] for transferring the styles of refer-
ence images to the FHFM shown in Fig. 2 to produce the output image. This regularization term is defined as
Latt;l
style ¼

X6
c¼1

AK;c

2N2
l;c

X
ij

Ml;c O½ � �Ml;c S½ �� �2
ij; ð5Þ
Pl;c O½ � ¼ Pl;c O½ �Hl;c S½ �;
Pl;c S½ � ¼ Pl;c S½ �Hl;c S½ �; ð6Þ
where S is the facial style image.
Photorealism regularization. To preserve the structure of the content image and generate photorealistic results, as

used in [18], we include a photorealism regularization term:
Lp ¼
X3
ch¼1

Qch O½ �T JCQch O½ �: ð7Þ
Here, Qch O½ � is the vectorized version N � 1ð Þ of the output image O in channel ch. JC is a matrix that only depends on the
content image C.
3.6. Attention mechanism for focusing areas

When the contents are facial images, we use semantic segmentation to partition the images into 6 areas (hair, mouth,
skin, background, left, and right eye areas). We utilize an attention mechanism to specify focused areas. Then, we perform
style transfer for these focused areas by combining the attention mechanism and semantic segmentation. We introduce the
content loss corresponding to the semantic segmentation task and obtain more precise content for the results by concate-
nating the segmentation channels.
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Automatically specified attention area. With the result of semantic segmentation, specific areas (including hair, left
eye and right eye, mouth, skin, background and the whole facial image) are automatically used to perform style transfer.
We use att A to express the area set as follows:
Fig. 7.
att A ¼ AK jK ¼ 1;2; � � � ;6f g;
TK ¼ tiji ¼ 1;2; � � � ;f gi � 6;
AK ¼ AK;c jc ¼ 1;2; � � � ;6½ �;AK;c ¼ 0;1:

ð8Þ
where K is the serial number of the reference facial images, and K ranges within [1,6] since the maximum number of seman-

tic facial areas is equal to 6. c is the serial number of the six semantic regions in a facial image. AK is the Kth set of attA. TK is
the temporary variable to represent the style transfer regions of AK . AK;c is the cth semantic segmentation label of AK that will
be style transferred, which is the binary matrix of AK and is directly used in our loss function. Each element AK;c of the AK

matrix is 1 or 0: when the region labeled by c needs to be transferred, it is 1; otherwise, it is 0. For example, for reference
style facial images, we transfer the style of the six areas from the reference image to the content and transfer the style of the
whole reference image to the content, as shown in Fig. 2; then, K ¼ 6; att A ¼ A1;A2; � � � ;A6f g; T1 ¼ 1f g; T2 ¼ 2;3f g;
T3 ¼ 4f g; T4 ¼ 5f g; T5 ¼ 6f g; T6 ¼ 1;2;3;4;5;6f g. For A1;c , we have A1;1 ¼ 1;A1;2 ¼ A1;3 ¼ A1;4 ¼ A1;5 ¼ A1;6 ¼ 0;A1 ¼ 100000½ �.
For A2;c , we have A2;2 ¼ A2;3 ¼ 1;A2;1 ¼ A2;4 ¼ A2;5 ¼ A2;6 ¼ 0;A2 ¼ 011000½ �, and so on.

User-specified attention area. In addition to the automatic style transfer mentioned above, we can also establish an
interaction operation to perform style transfer. The users can provide the labeled numbers corresponding to the parts of ref-
erence style images they want to transfer. Then, we construct the new attention matrix att U for style transfer to generate
the desired results. For example, if there are 2 reference style facial images, we transfer the left and right eye styles from the
first image to the content, transfer the skin style from the second image to the content, and then
K ¼ 1;2; att U ¼ U1;U2f g; T1 ¼ 2;3f g; T2 ¼ 5f g. For U1;c , we have U1;2 ¼ U1;3 ¼ 1;U1;1 ¼ U1;4 ¼ U1;5 ¼ U1;6 ¼ 0;U1 ¼
011000½ �; and for U2;c , we have U2;5 ¼ 1;U2;1 ¼ U2;2 ¼ U2;3 ¼ U2;4 ¼ U2;6 ¼ 0;U2 ¼ 000010½ �.

With the attention mechanism, we perform local style transfer and multiobjective transfer for facial images. The results
are shown in Figs. 1, 2, 7 and 8.

3.7. Feature optimization (FO)

We find that there is more or less loss of texture in some style transfer results. To solve this problem, we propose a post-
processing step, named feature optimization (FO). It should be noted that FO is different from the feature filling for the high-
frequency map in Section 3.4. The latter is a repair of extracted features of the content image after removing the original style
(because we find that the original style of the content image thwarts the style transfer).

Here, we utilize the process to optimize the outputs of style transfer models, whose texture or detail is lost. The high-
frequency information of the content image and the low-frequency information of the output are extracted, where the wave-
let scale is typically set to 6. Then, using the wavelet transform, we reconstruct the extracted wavelet coefficients to obtain
the optimization result. The visual results are shown in Fig. 11. With FO, the results of all methods have clearer texture
details.

3.8. Implementation details

The computer configuration used in this paper is as follows: processor: Intel � CoreTM i7-6800 k, CPU @ 3.40 GHz x 12,
memory (RAM): 64.0 GB, system type: a 64-bit operating system, graphics card: GeForce GTX 1080/PCie/SSE2, and operating
system: Ubuntu 16.04 LTS.

We employed the pretrained VGG-19 [18] as the feature extractor. We chose conv11; conv21; conv31; conv41 and conv51
(al ¼ 1=5 for those layers and al ¼ 0 for all other layers) as the content representation and conv12; conv22; conv32; conv42
and conv52 (bl ¼ 1=5 for those layers and bl ¼ 0 for all other layers) as the style representation. In the process of artistic style
transfer, the parameters are set to Bc ¼ 9;Bs ¼ 102; k ¼ 104. In the process of artistic style transfer, the parameters are set to
Bc ¼ 90;Bs ¼ 102; k ¼ 104.
Local transfer results. 1, 2, 3, 4, 5 and 6 denote hair, left eye, right eye, mouth, skin and background, respectively. att denotes the style transfer area.
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Fig. 8. Multi-objective style transfer. (C) Content images. (R1) and (R2) are the multiobjective style transfer results produced by the method in [13] and our
method, respectively. (a) and (b) are the reference style images. In the first row, the areas of each referenced image need to be transferred with style
according to the numbers. In the second row, we transfer the tree style of (a) and the ground style of (b) to (c) and generate (R1) and (R2).

Fig. 11. Feature optimization (FO). From the left, the first column includes the content and the reference images. The first row includes the results of the
comparison methods and our method without FO. The second row includes the results of the comparison methods and our method with FO.
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4. Experiments

In this section, we present experiments to evaluate the performance of our framework. We first compare our method with
recent state-of-the-art methods both qualitatively and quantitatively. A user study is conducted. Finally, we provide the
ablation study of our key parameter Bc and some failure cases of our method.
4.1. Comparison with other methods

4.1.1. Comparison with style transfer methods.
Multiobjective-transfer comparison. We compare our multiobjective method with LEON’s method [13], which can

transfer the style of several reference images to the content image. Fig. 8 shows the comparison results. We use the code
[13] ( https://github.com/jcjohnson/neural-style) provided by the author, which is the default optimal code with multiple
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Fig. 10. Photorealistic comparison results. Given (a) C and R (top: content, bottom: reference style), we obtain the results of (b) deep photo style transfer
[18], where (c) is the results of [15], (d) is the results of [19], (e) is the results of [43] and (f) is our results.

Table 1
Qabf and SSIM evaluation of Fig. 9. Ga16 is [5], Yu19 means [44], Ya19 is [41], SV20 is [30] and WithoutS is our method without semantic segmentation.

Group Ga16 Yu19 Ya19 SV20 WithoutS Our method

Qabf SSIM Qabf SSIM Qabf SSIM Qabf SSIM Qabf SSIM Qabf SSIM

1 0.1490 0.6808 0.1404 0.6874 0.1119 0.6227 0.1095 0.6649 0.2014 0.8057 0.2077 0.7907
2 0.1484 0.7315 0.1689 0.7623 0.1366 0.6884 0.1768 0.8379 0.2127 0.8784 0.2161 0.8806
3 0.0941 0.5604 0.1088 0.5037 0.0835 0.5401 0.0518 0.6057 0.1120 0.6826 0.1120 0.6826
4 0.0760 0.4069 0.0766 0.4122 0.0677 0.4616 0.0484 0.5249 0.0766 0.5148 0.0780 0.5088

Table 2
Qabf and SSIM evaluation of Fig. 10. Lu17 means [18], Li18 is [15], Me18 is [19] and Yo19 means [43].

Group Lu17 Li18 Me18 Yo19 Our method

Qabf SSIM Qabf SSIM Qabf SSIM Qabf SSIM Qabf SSIM

1 0.1606 0.6273 0.2235 0.8885 0.1013 0.4684 0.2428 0.8951 0.3720 0.9425
2 0.1460 0.6811 0.2490 0.9226 0.1508 0.8085 0.2483 0.8113 0.3114 0.9354
3 0.1127 0.7234 0.1892 0.9086 0.0979 0.5401 0.1498 0.8008 0.1961 0.9125
4 01376. 0.8778 0.1736 0.9471 0.1557 0.9109 0.1478 0.8883 0.1947 0.8903
5 0.1460 0.8429 0.1245 0.9154 0.1086 0.8669 0.2439 0.9492 0.2169 0.8997
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style images but without masks and transfers two reference styles by mixing ruleless methods. In our results, several styles
of the reference style images are harmoniously transferred to the content image to generate the output. The multiple styles
from multiple images can be flexibly transferred according to the needs of users.

Artistic style comparison. We select the four recent state-of-the-art methods [5,41,44,30], which are adept at artistic
style transfer of images, for artistic style transfer comparison of facial and scene images. We obtain the implementation code
of each compared method from the author’s homepage and adopt the default optimal parameters. Our test images with a
variety of backgrounds are selected from the Internet and other papers. Several visual comparison results are shown in Fig. 9.

As presented in the figure, both the WithoutS and our results preserve more texture details of the content image for both
face and scene images than other methods. They traced out more of the texture details of the content image while perform-
ing the artistic style transfer. However, in column (g), semantic segmentations endow the style transfer result with the
meaning of the corresponding semantics.

When the content of the content image was largely different from that of the reference image, we performed our exper-
iments without using semantic segmentation, such as the third row results.

Photorealistic style comparison. We selected three state-of-the-art photorealistic style transfer methods [18,15,19,43]
for vivid style transfer comparison of facial and scene images. For the methods of [18,43] and our method, we used the same
semantic segmentations for style transfer. Yoo’s method [43] was not great at manipulating the boundaries of many objects,
which left evident artificial traces. Because the method of [15] does not utilize semantic segmentation, color overflow and
distortion occur in the results. [19] Luan’s method [18] also includes visible defects in the facial image style transfer results.
However, our work produces more pleasing results with more precise details, natural-looking styles, and vivid colors.

Fig. 10 shows the comparison results of photorealistic style transfer. In photorealistic style transfer, when the reference
image is a real image, we transfer the reference style to the content image to generate a realistic style transfer result. When
the reference image is artistic, we transfer style information such as color to the content image to produce the style transfer
result with aesthetic flavor. Whether the reference image is an artistic or real image, our method can perform style transfer
while better maintaining the texture information of the content image. The result of [18] has visible distortion in the local
area. Li’s method [15] has little effect on the corresponding semantic region transfer. For the method of [19] which includes a
landmark algorithm, we chose the first group as the results which have better style transfer and retain more original texture
than other groups. However, landmark-based methods rely on the quality of content images and the accuracy of character-
istic detection; they also warp shape when transferring style images. These problems make the method perform poorly for
some scene examples. Yoo’s method [43] produces an unnatural boundary texture.

We use Qabf [21], and structural similarity (SSIM) [50] metrics to quantitatively evaluate style transfer results. Qabf is an
objective metric for evaluating image style transfer result quality. The higher the Qabf value is, the better the transfer quality
the image exhibits. SSIM is an alternative complementary framework for quality assessment based on the degradation of
structural information. Compared with the content image, the higher the SSIM value is, the more structural similarity the
Fig. 12. Comparison results of local makeup style transfer. We transferred the style of the mouth, skin and eyes in the reference (R) to the content (C) for
visual comparison: (b) shows the results of Xiao [39], and (c) shows those of Zhang[45]. In the second row, we transferred the style of the mouth in (a) to
that in (b) for visual comparison.
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Table 3
Vote results obtained by different methods of Fig. 9.

Methods Qu.1 Qu.2 Qu.3 Overall

Ga16 [5] 14.33% 12.80% 12.53% 13.22%
Yu19 [44] 17.28% 16.95% 16.43% 16.88%
Ya19 [41] 13.03% 15.03% 14.00% 14.02%
SV20 [30] 13.93% 14.68% 13.48% 14.03%
WithoutS 19.88% 18.28% 21.05% 19.73%
Ours 21.58% 22.28% 22.53% 22.13%

Table 4
Vote results obtained by different methods of Fig. 10.

Methods Qu.1 Qu.2 Qu.3 Overall

Lu17 [18] 16.43% 17.43 % 16.18% 16.68%
Li18 [15] 15.90% 17.25 % 15.45% 16.20%
Me18 [19] 15.08% 14.98% 15.63% 15.23%
Yo19 [43] 22.13% 20.38% 20.03% 20.84%
Ours 30.48% 29.98% 32.73% 31.06%
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output image exhibits. To calculate the SSIM of the style transfer results more accurately, we used the sym4 wavelet trans-
form to extract the details of the style transfer results and then calculated the SSIM value between the details and the con-
tent. The feature extraction results of Fig. 9 are shown in our supplementary material. Artistic style comparison results are
shown in Table 1. It can be observed that the Qabf and SSIM values of our method with or without wavelets are higher than
the others in the first three rows. In the last row, the SV20 value of SSIM is the largest because it maintains most of the tex-
ture of the content. However, it cannot transfer the reference style to the content as well as other methods. The feature
extraction results of Fig. 10 are shown in our supplementary material. The photorealistic comparison results are shown in
Table 2. We notice that in the fourth row, SSIM values of [19] are higher than our values because only minimal style is trans-
ferred from the reference to the content. In the fifth row, the Qabf and SSIM values of [43] are higher than our values.
Although these methods maintain more texture information of the content image, their style transfer effect is not significant,
and the artificial trace of the image contour is noticeable. Hence, the proposed method can produce better style transfer
results than existing state-of-the-art methods both qualitatively and quantitatively.

4.1.2. Comparison with makeup transfer methods.
Makeup transfer methods [17,14,7] do not work well for image pairs (one content image and one or multiple reference

images) without dense correspondence. Zhang et al. [45], and Xiao et al. [39] transfer makeup using the generative adver-
sarial network to produce more facial image pairs. Their output is dependent on the trained dataset. When the content face
image is substantially different from the reference image, the results are not compelling, as shown in Fig. 12.
Fig. 13. Transferred result comparison with varying Bc . 1st row: Our method; 2nd row: results of [18].
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Fig. 14. Effect of varying Bc on the detail similarity between the output and input images.

Fig. 15. Comparison results with different wavelets. Given (a) C and R (top: content, bottom: reference style), we obtain the results of the (b) Db4 wavelet,
(c) Bior3.9 wavelet, (d) Coif4 wavelet, (e) Haar wavelet and (f) Haar wavelet. The last two rows are the style transfer results with different wavelets, and the
first two rows are the feature extraction results of the last two rows.
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4.2. User study

We performed a user study with 80 random volunteers to validate the effectiveness of the proposed method. For artistic
style transfer, we randomly showed 80 groups of style transfer results of our approach, WithoutS and four other compared
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methods [5,44,41] to each volunteer. Each volunteer browsed the labeled images shown in Fig. 9, and a survey was con-
ducted to collect feedback on the following questions: (1) Which one do you think preserves the most content image detail
information? (2) Which one do you think transfers the style best? (3) Which one do you prefer most? For each question, the
volunteer was asked to vote for only one result. For the sake of fairness, the six methods are labeled by R1;R2;R3;R4, and R5,
while our results are in R6. Here, the facial image dataset used is the IMDB-WIKI dataset [25]; the scene image data used are
from the coco dataset [33] and Luan’s paper [18]. For fair comparison, the results of each compared method are obtained via
leave-one-out cross-validation. Final results are shown in Table 3.

For photorealistic style transfer, we randomly showed 80 groups of style transfer results of our approach and three other
compared methods [18,15,19,43] to each volunteer. Each volunteer browsed the labeled images shown in Fig. 10, and a sur-
vey was conducted to collect feedback on the following questions: (1) Which one do you think has the fewest artifacts? (2)
Which one do you think transfers the style best? (3) Which one do you prefer most? For the sake of fairness, the results gen-
erated by the five methods are labeled by R1;R2;R3 and R4, while our results are in R5. Final results are shown in Table 4.

Let Vij denote the total votes of Ri on the jth question. To evaluate each method of the individual question, we compute the
percentage of votes PoVð Þ obtained by Ri for the jth question by PoV ¼ Vij=4000

� � � 100%. To provide an overall evaluation of

different methods, we further calculate the percentage of votes obtained by Ri in all by PoV ¼ P3
j¼1Vij

� �
=12000 � 100%. In

Tables 3 and 4, we provide the percentages of votes obtained by different methods of the survey, where Qu.x denotes the xth
Fig. 16. Photorealistic style comparison of our method against state-of-the-art style transfer methods without using semantic segmentation results as
guidance. (a) is C and S (top: content, bottom: reference style), (b) is [18], (c) is [43] and (d) is our method.
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Fig. 17. Transferred result comparison with varying semantic segmentation. 1st row: varying semantic segmentation of the content; 2nd row: results of
[18]; 3rd row: results of [43]; 4th row: Our method.

H. Ding, G. Fu, Q. Yan et al. Information Sciences 587 (2022) 63–81
question. From the tables, we can see that our method has achieved the highest scores. This means that our results are pre-
ferred by human subjects.

4.3. Discussion

Influence of the parameter Bc . We change Bc while keeping the other parameter unchanged to see how the transfer
result varies, as shown in Fig. 13. We can see that our method produces better results with clearer details and more
natural-looking appearance than that of [18]. For example, with a small Bc , our method clearly generates the pupils of the
eyes, whereas the method of [18] cannot work well even with a large Bc value and stabilized output. Since our results
can further reduce the loss of facial features, postprocessing can be carried out, such as iteration in multiobjective transfer.
Moreover, to further observe the ability to preserve the details/features while transferring style, we also plot the curve of
structure similarity index (SSIM) values between the detail components of the content image and the output image with
varying Bc , as shown in Fig. 14. We can see that our SSIM values are larger than those of [18], which means that our method
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Fig. 18. Failure case of our method. TS denotes transferring the style of eyes.
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can preserve the details/features as much as possible while transferring style to obtain better results. In other words, our
method is more robust to yield a trade-off between preserving details/features and transferring style than is the method
of [18]. This ability of our method benefits from our special design of the content regularization term with semantic one-
to-one correspondence.

Influence of wavelet. We choose four wavelets, including Haar, DbN, Coifn, Symm, and Biornr.nd, to illustrate the effects
of the wavelets on style transfer results.

The Haar wavelet is discontinuous, which will cause a block effect in the restored image. The DbN wavelet is a tightly
supported orthonormal-normalized wavelet, most of which have no symmetry and poor smoothness. The CoifN wavelet
has better symmetry than DbN. The SymN wavelet is an approximately symmetric wavelet function, which is an improve-
ment upon the DbN wavelet. Biornr.nd is a biorthogonal wavelet in which two functions are used to decompose and recon-
struct the image. It includes a linear phase and can avoid distortion. We compared the feature extraction and style transfer
results of the Sym4 wavelet with those of the Db4, Bior3.9, Coif4 and Haar wavelets. Results are shown in Fig. 15. In the first
two rows, the feature extraction of the Haar wavelet has block effects. In the third row, the style transfer results of both the
fruits and the plate with the Sym4 wavelet are closer to the reference than other wavelets. In the last row, both the style
transfer result and the texture of the cake with the Sym4 wavelet are better than those of the others.

Influence of semantic segmentation. In Fig. 9, we show the influence of semantic segmentation for artificial style trans-
fer. We also compare the photorealistic style with existing methods without using semantic segmentation. The comparison
results are shown in Fig. 16, in which we compare our work with the methods of [18,43] without using semantic segmen-
tation. All methods transfer style without changes, and our results include more texture information and style transfer
effects.

Influence of semantic segmentation accuracy. Our method improves the content loss function and enhances the accu-
racy of the content after image style transfer. When there is some error in semantic segmentation, our model can still gen-
erate good image style transfer results. Nevertheless, other methods are more significantly influenced by the semantic
segmentation results. Some comparison results are shown in Fig. 17.

Limitations. Our method also has some limitations. When the face is covered by something such as large glasses, our
method, as well as existing methods, produces unsatisfactory results with unnatural-looking style transitions, as shown
in Fig. 18. As a workaround to alleviate this issue, we perform a local style transfer only for the areas of ‘1, 4, 5, 6’ (excluding
the eyes) to achieve the better result (see (c)).
5. Conclusion and future work

In this paper, combining an attention mechanism and semantic segmentation, we have proposed a novel style transfer
approach combined with wavelet decomposition for facial images. Our approach successfully suppresses distortion and
yields natural-looking results. The excellent performance of our method benefits from the novel wavelet decomposition
algorithm, which reduces the influence of the content image style, and the content regularization term, which considers
the one-to-one corresponding correlation of semantic parts between image pairs. We evaluate our method on a variety of
scene and facial images to show its superiority over state-of-the-art methods. In the future, we will extend our method
to style transfer for facial videos, making it applicable to more tasks.
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